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[bookmark: _Toc329266677]Introduction to Performance Doctor
Performance Doctor provides a graphical display of MCP and user utilization, disk utilization, and IO rates and Mix activity on Unisys ClearPath Systems.
Software on the host collects data. A PC-based dashboard is used to display the data.
To use a medical analogy, think of Performance Doctor as a kind of "thermometer" into your ClearPath system. You can use the thermometer to indicate if you have a problem ("fever" to continue the analogy) you should investigate further.
When the "thermometer" indicates a problem you would go to your specialist. In the case of Performance Doctor you would break out your other tools – Loganalyzer, TeamQuest software, etc. that you use for diagnosing performance in detail.
[bookmark: _Toc329266678]Performance Doctor Features
· Monitor current CPU, IO activity, disk usage
· Set alert levels on CPU, IO and Disk activity. Receive visual indicators and text messages when alerts occur 
· Select which of your Disk Families and Units to monitor and display
· Graphically display CPU, IO activity, disk usage over the last hour - two hours - up to 24 hours
· See (and log) which tasks are using the most processor time
· Fixed size database holds a rotating 24 hours or data. Expandable to multiple days as your needs require
[bookmark: _Toc329266679]Benefits 
Common performance problems that the Performance Doctor dashboard may help to resolve include: 
· CPU bottlenecks (and what programs are consuming the most CPU)
· IO bottlenecks (and what units are performing the most IO)
[bookmark: _Toc329266680]Performance Doctor Helps Answer These Questions
PROCESSOR – How busy is your system now and over the last hour, last 2 hours, day? 
IO ACTIVITY - How full are your disk families? Your disk units? What is your Current IO activity level - now and over the last hour, last 2 hours, day? 
MEMORY USE – How much of your available memory is in use now and over the last hour, day?
[bookmark: _Toc329266681]New Features in This version
Gauge Properties : Set the GlassEffect and Default Gauges face attributes by right clicking on the Gauges in the Snapshot, Utilization and IO Tabs.
You can also set the default gauge face in your parameter file.
Gauge Scales : Set the maximum value for IO gauge scales. 
 “Pegged” Gauges: “Pegged” gauges are now visually identified when they display a value that exceeds the Gauge scale maximum. When a gauge is “pegged” the state indicator on the gauge will turn red. See the section entitled "Pegged Gauges" for information on state indicators.
Show Mix Info On IO Graphs : Hovering your mouse over the IO graphs shows the active mix entries that correspond to the times. This is the same behavior as on the Utilization Tab .
IO Graph AutoScaling : The IO graphs show KBs of IO versus IO count on the same graph. Performance Doctor adjusts the graph scales dynamically to make both statistics visible.
Pause Graphs: You can now suspend updates to the IO and Utilization graphs so that you can examine them. A button on each tab allows you to toggle the setting.
Graph up to 24 hours of Performance Data: the database holds up to 24 hours of data. You can use the Options Tab / Graph Parameters section to change the default one hour graph to anything from a few minutes up to 23 hours and 59 minutes. The time you set applies to both Utilization and IO.  See the "Graph Parameter Info" discussion below.
Change the Graph End Time: the database holds up to 24 hours of data. If you want to examine a "window" into some data you can use the graph end time and duration to do just that.  The end time you set applies to all graphs. See the "Graph Parameter Info" discussion below.
Gauge Needle Damping : You can set the “damping” factor with the parameter  GaugeDampingFactor. This determines how quickly the gauge needle adjusts to new data values.
Progress Indicator : Performance Doctor  updates a progress indicator located in the bottom right corner of program’s window each time it generates a graph.
Mix Tooltip : The Mix tooltip displayed on the Utilization and IO graphs now has improved precision. Even so, remember that on a 24 hour graph each pixel represents over two minutes of data. 
Remove Python Install Requirement : Performance Doctor still uses Python for scripting some functions but the libraries are now part of the install process. You do not need to separately download and install Python yourself.
This also eliminates the need to set the PythonLibDir parameter.
INI file parameters are logged. If logging is enabled as it is by default Performance Doctor logs your parameter records to the "Mix Information Log". See the discussion of that for more information.
Disk attribute Thresholds. Threshold monitoring allows you to be notified of changes to any attribute that has a numeric value. Thresholds can be specified for individual attributes on a Unit, Family or on a global basis. 
Thresholds are set with the DISKTHRESHOLD and DISKSTOMONITOR parameters.
See " Disk Threshold Settings" which follows.
Adjusting Gauges when Forms are resized. Performance Doctor will attempt to adjust the sizes of the gauges on the Snapshot, Utilization and IO tabs as you enlarge Performance Doctor 's window. See "Adjusting Gauge sizes on  Snapshot, Utilization and IO Tabs".
COLLECTDISKINFO  parameter: this parameter determines if disk information gets collected. 
[bookmark: _Toc329266682]Prerequisites
All your prerequisites should be addressed during the Installation process. Please review it if you have any questions. The following is a brief summary of those requirements.
[bookmark: _Toc329266683].NET Level
.NET 3.5 and above
[bookmark: _Toc329266684]Client side Display Monitor Resolution
The Performance Doctor program was developed on a monitor with a resolution of 1024 x 768. If you have a different monitor configuration then some of the graphs may not appear in their ideal form.
[bookmark: _Toc329266685]Fonts 
Performance Doctor uses RRDTool, an OpenSource industry standard, high performance program for data logging and graphing. RRDTool requires this font (supplied during installation):
C:\Windows\fonts\DejaVuSansMono-Roman.ttf
[bookmark: _Toc329266686]Host Data Gatherer Program Installed
You must have our HostDataGatherer program on your ClearPath host to collects statistics and send them to the Performance Doctor program for display. See the Installation guide "Performance Doctor Data Gatherer Installation Guide.doc" and follow the instructions there for installing it.
You will need to be a privileged user on the host to run this program.
[bookmark: _Toc329266687]Host Program– ClearPath Host HostDataGatherer
[bookmark: _Toc329266688]Introduction 
The HostDataGatherer program is responsible for collecting ClearPath usage and utilization data and sending it to the client program running on your PC. 
When no client program is attached to the host program it simply waits in the Mix for a connection.
Even when the client is attached the host program sits idle until the client asks for data.
[bookmark: _Toc329266689]Starting the Host Program
Start the ClearPath Host program from CANDE. It will announce its version and wait for an input connection request from the client.
The first thing the client does when connecting is to send its version number to the host. Host and Client have to be on the same MAJOR version. This ensures that they are using the same level of communication parameters.
If host/client versions do not agree the connection is rejected by the host program. 
You should never have to restart HostDataGatherer. If the Windows client ever ends the ClearPath Host program will simply begin waiting again for a new connection.
Shown below is a sample DO file that I use to start the ClearPath HostDataGatherer 
#WORKFILE DO/PERFDOC                                                            
#                                                                               
  r  SYMBOL/PERFMON/SERVER11_0_33                                               
#RUNNING 1239                                                                   
#1239 DISPLAY:ClearPath Host Data Gatherer, Vsn 11.0.33.                        
#1239 DISPLAY:PerfMon Helper Library, Vsn : 1.0.46.                             
#1239 DISPLAY:  StackVectorLimit : 4095.                                        
#1239 PK500 (ADMINISTRATOR)PERFMON/LOG REPLACED ON DISK                         
#1239 DISPLAY:Waiting for input on port # 13013..
  
The HostDataGatherer displays its version and the port it is listening on. If it does not already see a matching client connection request it goes into a waiting state until there is a client connection.
[bookmark: _Toc329266690]Host Display Messages When the Client Connects
When the client makes a successful connection request the ClearPath HostDataGatherer program displays:
#0855 GOING 
#0855 DISPLAY:Connecting to Client, Version :11.1.32. 
Note that the client's version is slightly different. Only the major version numbers have to match.
[bookmark: _Toc329266691]Host Display Messages When the Client Terminates
If the client breaks the connection the host program displays these messages : 
#0855 DISPLAY:Read Error on Port:.
#0855 DISPLAY:Waiting for input on port # 13013..  
#0855 NO MATCHING PORT WSECHOPORT [1]  
The Host program begins waiting on another connection.
[bookmark: _Toc329266692]Client Program
Starting the client program : 
C:\DATA\TEMP\PERFDOC \PerfDocVBWinFormsClient.exe
When the program starts it reads an initialization file, PerformanceDoctor.ini.
[bookmark: _Toc329266693]Client Connect Screen
When you start the client you must initiate a connection to the HostDataGatherer program. The only data you need to supply is the IP address of you ClearPath machine.
You can set the IP address in the parameter file or on the options screen when the client program starts. 
[image: ]
[bookmark: _Toc329266694]PerformanceDoctor.ini Parameter file
The parameter file, PerformanceDoctor.INI, contains one parameter per record. These parameters control the behavior of Performance Doctor.
Place the INI file in the same directory as Performance Doctor.
As Performance Doctor processes each record in your file it writes it to the MixInfo log file – See "Mix Info Log" in the documentation for the Snapshot tab.
You can enter parameters in upper, lower or mixed case.
The minimum suggested parameters is :
 CustomerName = <your name>
This insures that your name gets displayed properly.
One other critical parameter is :
 HostIPAddr = 192.168.16.1
Or 
HostName = < your host name>
Performance Doctor  uses one of these to find and connect to the host.
[bookmark: _Toc329266695]Parameter File Format 
<Performance Doctor  Options>
---------- % ----------<any comment text >------------------	|
	|--- CollectDiskInfo	=	True | False -------------	|
	|							|
	|--- CollectMixCPUrate	=	True | False -------------	|
	|							|
	|--- CustomerName 	=	<string> ------------	-----	|
	|							|
	|	|<----------- , ---------------	|	|
	|	|		|	|
	|--- DiskAttribute --- <Disk Attribute> --------------	|
	|							|
	|--- DiskInfoUpdateInterval  =  <integer> ------------	|
	|							|
	|--- DiskThreshold --< Threshold > -------------------	|
	|							|
	|	|<--- , -----	|		|
	|	|	|	|
	|--- DisksToMonitor --- <Family > --------------------	|
	|	|	|	|	|
	|	|-- <Unit> -->	|	|-<Threshold>-	|
	|							|
	|--- GraphUpdateInterval 	= 	<integer> ---------	|
	|--- GaugeDampingFactor 	= 	<integer> ---------	|
	|--- HostName  	= 	<string> -----------------	|
	|--- HostIPAddr  	= 	< valid IP address > -----	|
	|--- IncludeSuppressedEntries  =  True | FALSE -------	|
	|--- IOGaugeIndex	=	<integer> ----------------	|
	|--- LogMixInfo	=	True | FALSE -------------	|
	|--- MaxDcIOsGauge	=	<integer> ----------------	|
	|--- MaxDcKBsGauge	=	<integer> ----------------	|
	|--- MaxIoIntGauge	=	<integer> ----------------	|
	|--- MaxMcpIOsGauge	=	<integer> ----------------	|
	|--- MaxMcpKBsGauge	=	<integer> ----------------	|
	|--- MaxUserIOsGauge	=	<integer> ----------------	|
	|--- MaxUserKBsGauge	=	<integer> ----------------	|
	|--- MixInfoUpdateInterval= <integer> ----------------	|
	|--- MixInfoNumEntriesToGet=<integer> ----------------	|
	|--- MixSamplerCount	=	<integer> ----------------	|
	|--- ProcGaugeIndex	=	<integer> ----------------	|
	|--- PythonLibDir	= 	< windows directory > ----	|
	|--- SnapIOGaugeIndex	=	<integer> ----------------	|
	|--- SnapProcGaugeIndex =	<integer> ----------------	|
	|--- TotalProcessorUtilThreshold =	<integer> ---------	|
	|--- UtilizationUpdateInterval  = 	<integer> ---------	|
< Threshold Specification> 
This is the format of a threshold
< Threshold specification>

|--- [ -------- < Disk Attr Specification > ------ ] --------|
			|		         |
			| <----------------- ; -------------|

< Disk Attr Specification > 

    -- < Disk Attribute > - : - < Threshold >-----------------|

<Disk Attribute> 
You use Disk attributes on the “DiskAttribute” parameter record and in threshold specifications. On the Disk tab they control the number and order of disk attributes that Performance Doctor displays in the family and unit tables. 
The order of the disk attributes is important so that threshold violations are displayed properly. You should always be include  "Disk Unit" and "Disk Name" and have "Disk Unit" as the first and "Disk Name" as the second attribute. 
They are included so you will be able to identify Families and Units displayed on the Disks tab.
And the order is important because Performance Doctor is set up to highlight over-threshold attributes that are in columns 2 and beyond. Column one is reserved for Disk Unit. For example your first parameter record should always begin with:
DISKATTRIBUTE Disk Unit, Disk Name, < etc. >
You can have more than one DISKATTRIBUTE record. Attributes on the second and subsequent records just add on to what you already have.
You need to enter each disk attribute exactly as shown below. This includes any special characters or internal spaces or underlines ( _ ). You should enter enough of the attribute to make it unique. The attribute may be entered in upper, lower or mixed case.
You may use the underline character ( _ ) to replace any internal spaces in the attribute names
If you do not use the DISKATTRIBUTE parameter Performance Doctor shows you all of the attributes listed below for each disk it displays. (You can control the number and order of the disks that are displayed with the DISKSTOMONITOR parameter).
You should always include the "Unit Num" and "Disk Name" parameter so that you can identify the statistics that Performance Doctor displays on the Disk tab.

---------------- Unit Num  	-----------------------	|
	|--------- Disk Name  	-----------------------	|
	|--------- Base Unit  	-----------------------	|
	|--------- Fam Ndx  	-----------------------	|
	|--------- Pack Type  	-----------------------	|
	|--------- Capacity (Segs)  	-----------------------	|
	|--------- Avail (Segs)   	-----------------------	|
	|--------  Used (Segs)   	-----------------------	|
	|--------- QueuedIOs  	-----------------------	|
	|--------- IOs  	-----------------------	|
	|--------- Reads  	-----------------------	|
	|--------- Writes  	-----------------------	|
	|--------- IO/sec  	-----------------------	|
	|--------- Reads/sec  	-----------------------	|
	|--------- Writes/sec  	-----------------------	|
	|--------- Avail Chg  	-----------------------	|
	|--------- Used Chg  	-----------------------	|
	|--------- Queued Chg  	-----------------------	|
	|				|
	|--------- Avail Disk % 	-----------------------	|
	|--------- Used Disk % 	-----------------------	|
You can also enter these same attributes where internal blanks are replaced with underlines as shown below. You may not mix blank spacing and underlines in the same attribute.
--------------- 	Unit_Num  	-----------------------	|
	|-------- 	Disk_Name  	-----------------------	|
	|-------- 	Base_Unit  	-----------------------	|
	|-------- 	Fam_Ndx  	-----------------------	|
	|-------- 	Pack_Type  	-----------------------	|
	|-------- 	Capacity_(Segs)  	-----------------------	|
	|-------- 	Avail_(Segs)   	-----------------------	|
	|-------- 	Used_(Segs)   	-----------------------	|
	|-------- 	Avail_Chg  	-----------------------	|
	|-------- 	Used_Chg  	-----------------------	|
	|-------- 	Queued_Chg  	-----------------------	|
	|--------- 	Avail_Disk_% 	-----------------------	|
	|--------- 	Used_Disk_% 	-----------------------	|

Disk Attribute Discussion
These attributes apply to both the family and unit displays. Many of the attributes are self-explanatory.
Values returned directly by the MCP
Unit Num  		- the number of the unit
Disk Name  		- 
Base Unit  		- unit number of the base unit of a family
Fam Ndx  		- family index
Pack Type    		- “B” for base units; “C” for continuation units
Capacity (Segs)  	- 
Avail  (Segs)  	- 
Used  (Segs)  	- 
QueuedIOs		- the number of IOs queued
IOs			- total number of IO operations
Reads			- total number of Read operations
Writes			- total number of Write operations

Performance Doctor calculated values
IO/sec, Reads/sec, Writes/sec	- since totals are not that informative we return the statistics measured at the per second rate
Avail Chg, Used Chg, Queued Chg – the difference in these numbers since the last update of disk information
Threshold values 
All threshold values are the value at which alerts can be raised on the particular statistic. They are specified as either the global disk threshold with DISKTHRESHOLD or individually as a <disk threshold specification> on the DISKSTOMONITOR parameter.
Performance Doctor internal bookkeeping value
Row Status		- Performance Doctor uses this for internal bookkeeping. 
[bookmark: _Toc329266696]Options by Category
Text Strings and Labels
CUSTOMERNAME 
HOSTNAME 
Threshold Values
DISKTHRESHOLD  
DISKSTOMONITOR < disks > < disk threshold specification >
Mix Info Values
CollectMixInfo 
CollectMixCPUrate
LogMixInfo
MixSamplerCount
Gauge Scale Values
Performance Doctor  uses these to set the maximum scale is displayed in gauges on the Snapshot, IO and Processor Utilization Tabs. Values higher than this will just leave the gauge “pegged” at maximum. When a gauge is “pegged” the state indicator on the gauge will turn red. See the section entitled "Pegged Gauges" for information on state indicators.

MaxIoIntGauge
MaxDcIOsGauge
MaxDcKBsGauge
MaxMcpIOsGauge
MaxMcpKBsGauge
MaxUserIOsGauge
MaxUserKBsGauge
Gauge Face Default Values
Performance Doctor  uses these values to set the default gauge face that it uses on the Snapshot, Utilization and IO tabs. If you right-click on a gauge you will see its index. Double-click on it to cycle through the faces.

SnapProcGaugeIndex
SnapIOGaugeIndex
IOGaugeIndex
ProcGaugeIndex	
Communication Port Info
HostIPAddr 
HostPort 
Directory Info
PythonLibDir
Request Interval Parameters
These options control how much overhead Performance Doctor puts on your ClearPath Host.
UtilizationUpdateInterval
DiskInfoUpdateInterval
MixInfoUpdateInterval 
MixInfoNumEntriesToGet
GraphUpdateInterval
Disk Attribute Display and Order Info 
DISKATTRIBUTE
This option allows you to select which columns are displayed on the disk tab and in which order. You can put more than one attribute  per record if you separate them with a comma.
Important Caveat:  We recommend that you always have "Disk Unit" as the first and "Disk Name" as the second attribute. Performance Doctor is set up to highlight over-threshold attributes that are in columns 2 and beyond. Column one is reserved for Disk Unit. For example your parameter record should always begin with:
DISKATTRIBUTE Disk Unit, Disk Name, < etc. >
See the description of “<Disk Attrib Specification>” in the “Parameter File Format” section for a list of disk attributes.
Disk Monitoring Info 
DISKSTOMONITOR
Use these records to limit the units and families that are displayed on the snapshot page and on the Disk Tab. You can shorten this option to DISK.
Examples: A disk Family parameter, Disk Unit parameter and finally a mixed Family/Unit parameter.
DISK  DISK550 , DISK560
DISK 511, 520, 525
DISK 525,  SYMBOL, 555, STAGINGPACK
Finally a DISK parameter with threshold specifications
DISK 525,  SYMBOL, 555, STAGINGPACK [queuedIOs : 1 ; IO/s : 5 ; Used_Disk_% : 94]
[bookmark: _Toc329266697]Parameter Examples
CustomerName 	= ICD GROUP Bank, DE
UtilizationUpdateInterval 	= 2	
MixInfoUpdateInterval 	= 6
MixSamplerCount 	= 3
DiskInfoUpdateInterval 	= 30
CollectMixInfo 	= TRUE
HostName 	= ClearPath.ICDGroup.biz
HostIPAddr 	= 192.168.16.1
HostPort 	= 13013
GraphUpdateInterval 	= 10 
[bookmark: _Toc329266698]Parameter Details
Default values are in parenthesis
%	a comment record starts with the per cent sign as the first non-blank character

CollectDiskInfo (TRUE) – When TRUE every "DiskInfoUpdateInterval" seconds we collect information about disk usage. These stats are displayed in the Disk usage pie charts on the Snapshot form. If you set this option to FALSE in your INI file then you eliminate the overhead of disk usage requests to the host but you will not see disk usage pie charts on the Snapshot tab.
CollectMixInfo (TRUE) – When TRUE every "MixInfoUpdateInterval" seconds we collect information about the top CPU rate tasks on your system. These tasks are displayed in a popup window on the Utilization Tab and written to the log file ( see LogMixInfo. See also MixSamplerCount to control the number of entries returned. ).
CollectMixCPUrate (TRUE) – When TRUE CollectMixInfo Performance Doctor asks the MCP for Task CPU rates instead of Task Total Processor Time. This information gets written to the log ( see LogMixInfo ) and gets displayed when you mouse over the Processor Utilization graph.
See the command, “ACTIVE CPURATE” IN the “System Commands Reference” manual for an explanation of CPU rate.
CustomerName (Empty) – This is the name that appears at the top of the title bar when the program runs.
DiskAttribute (Empty) –used on the Disk tab to control the number and order of disk attributes that Performance Doctor displays in the family and unit tables. 
If you do not specify any disk attributes the program shows you all of these attributes for each disk it displays. (You can control which disks get displayed with the DISKSTOMONITOR parameter).
DiskInfoUpdateInterval (30 secs) (must always be >= to UTILIZATIONUPDATEINTERVAL) This is the number of seconds between updates to Disk utilization statistics.
You can toggle updates by clicking on the “AutoUpdate” button on the Disk Tab.
Requesting disk info incurs some host overhead that you may want to minimize. This option allows you to get this information at a different, probably slower, rate than you get overall utilization.
This number can never be less than and should be a multiple of UTILIZATIONUPDATEINTERVAL because Performance Doctor only interacts with the host every UtilizationUpdateInterval seconds.
DisksToMonitor (Empty)– This option can be shortened to just “DISK”. 
Use this option to limit the number and display order of disk families and units.
You can include as many of these parameter records as you want. Each can contain a mix of family names and unit numbers. The order they appear determines the order of their appearance on both the Snapshot and Disk tabs.
DiskThreshold (Empty) – Used to specify Global Disk Threshold values.
GraphUpdateInterval (10 secs) (must always be >= to UTILIZATIONUPDATEINTERVAL) 
This is the number of seconds between generating new graphs. You might want to get Utilization information (see UtilizationUpdateInterval) more often than you actually need to have your graphs updated.
This number can never be less than and should be a multiple of UTILIZATIONUPDATEINTERVAL because the program only interacts with the host every UtilizationUpdateInterval seconds. 
GaugeDampingFactor (2) – the number of seconds it should take the gauge scale to move from its lowest to highest value. Therefore the higher the number the slower the gauge adjusts to new data.
It governs how responsive the gauge needle is to changes in real-time data.
HostName (Empty) – If you would rather connect to the Host via its Host name you can specify this instead of IP address (see HostIPAddr ).
HostIPAddr (192.168.16.1) – If you want to connect to the Host via its IP address specify it here. Example:
HostIPAddr = 	192.168.16.1
IncludeSuppressedEntries  (FALSE) – If CollectMixInfo is TRUE then we display all mix entries including ones you have suppressed at the ODT.
LogMixInfo (TRUE) – If TRUE and CollectMixInfo is also TRUE then the information we collect about the top processtime or CPU rate ( see CollectMixCPUrate ) users on your system gets written to a text file in the same directory as the program. At midnight the name of this file is adjusted with the new date as part of its name. The Log file name is of the form:
		YYYYMMDD_PerfMonMixLog.txt

  Note about the "Max . . Gauge" parameters below. When the value displayed by the gauge is greater than "Max . . Gauge" the gauge's state indicator will turn red. See the section entitled "Pegged Gauges" for information on state indicators.

MaxDcIOsGauge – (50) sets the highest value on the Datacomm IOs gauge scale.
MaxDcKBsGauge – (50) sets the highest value on the Datacomm KBs gauge scale.
MaxIoIntGauge – (10) sets the highest value on the IO interrupts gauge scale.
MaxMcpIOsGauge – (50) sets the highest value on the MCP IOs gauge scale.
MaxMcpKBsGauge – (50) sets the highest value on the MCP KBs gauge scale.

MaxUserIOsGauge – (50) sets the highest value on the User IOs gauge scale.
MaxUserKBsGauge – (50) sets the highest value on the User KBs gauge scale.

MixInfoUpdateInterval (2 secs) (must always be >= to UtilizationUpdateInterval) – This is the number of seconds between requests for the top users of processor time. We show this info in a popup window when you mouse over the Utilization Graph. This information can also be written to a log file. See LogMixInfo.
Getting this information from the host incurs some overhead that you may want to minimize. This option allows you to get this information at a different, probably slower, rate than you get overall utilization (See UtilizationUpdateInterval).
This parameter can never be less than and should be a multiple of UtilizationUpdateInterval because the program only interacts with the host every UtilizationUpdateInterval seconds.
MixInfoNumEntriesToGet (1,500) – This number limits how many mix entries that the host returns when you refresh the entries on the MIX tab.
	If the Mix entries returned from the host ever reaches this value Performance Doctor will warn you via a dialog box that you might need to increase this value.
	Also the Mix Count info will be shown in red.
MixSamplerCount (3) - If CollectMixInfo is TRUE we get the top "MixSamplerCount" users of processor time or CPU rate (see CollectMixCPUrate) each time we get Mix Info.
PythonLibDir	 ( <Application Path>\Python27\Lib ) – You do not normally need to set this parameter. It points to the windows directory containing the Python Libraries that Performance Doctor uses.
The install process puts these files in the same directory as the program EXE. In the unlikely event that you already have Python installed this is just an extra copy and a waste of space. You would remove the library files that Performance Doctor installed and use the PythonLibDir parameter to point to the directory where you already have the libraries.
Performance Doctor uses Python to implement some scripting functions. Example:
PythonLibDir = C:\Data\Temp\Python27\Lib
TotalProcessorUtilThreshold (70) – the value when the State Indicator on the Processor Utilization gauge turns red. When utilization reaches one half this value the state indicator changes to its warning color.
UtilizationUpdateInterval (2 secs) – the number of seconds between requests to the Host for Overall Processor Utilization and Memory Info. Performance Doctor displays this data in the gauges on the Snapshot and Processor tabs.
[bookmark: _Toc329266699]Disk Threshold Settings
Thresholds allow you to specify that you want to receive a warning when one or more disk statistics becomes greater than a particular value.
Performance Doctor places  the warning indication on either the Snapshot tab or the Disk tab. The warnings consist of tooltip popups on the Snapshot tab and changes in colors that Performance Doctor uses.
You specify your threshold criteria using parameters in your INI file
There are two parameter records in the INI file that control thresholds: 
· DISKTHRESHOLD - for global values
and 
· DISKSTOMONITOR - for individual values
Thresholds can apply to particular Units and Families – when you add the threshold specification with the DISKSTOMONITOR parameter. You can specify  a "global" threshold that applies to any Disk/Unit without an individual threshold. You specify a global threshold with the DISKTHRESHOLD parameter.
Individual thresholds in the DISKS parameter supersede any GLOBAL thresholds for the same disk attribute.
[bookmark: _Toc329266700]Threshold Values
You specify thresholds as an integer. Performance Doctor shows the "actual attribute value" as an integer too. But the measured value is actually a real number. When you set the threshold for "Disk Used %" for example to 90 you may get an alert color on the pie chart when the value displayed is 90. This indicates that the actual value is actually greater than 90, i.e. 90.1
[bookmark: _Toc329266701]Snapshot Tab Thresholds - colors
The snapshot form shows disk usage graphically in a pie chart. The percent of available and used disk are shown in the colors AVAIL and USED respectively. If the amount used is greater than your threshold then the used area of the pie chart is show in red.
If you set any other thresholds on Units/Families any other violations will show up as a tool tip when you mouse over the individual pie charts. Although Performance Doctor reserves the major change in color on the pie charts for when disk usage is exceeded there is one other color change that can take place.
The pie chart is set to orange. if the Family or Unit has any threshold violation other than "disk used".
 If you see a pie chart with an orange area it means that some threshold other than "disk used" has exceeded its value. Moving your mouse over the pie chart will show a popup with one or more thresholds shown.
[bookmark: _Toc329266702]Snapshot Tab Thresholds – popups
Units or Families that have threshold violations other than disk usage will display them in a popup. The contents show the attribute, the current value, and the threshold value, i.e.:
IO/sec = 8/5; read/s = 50/40
If the alert if from a Global threshold then:
Global Alerts: IO/sec = 8/5; read/s = 50/40
[image: ]
[bookmark: _Toc329266703]Disk Tab Thresholds - colors
The Disk tab shows the attributes you selected with the DISKATTRIBUTE parameter in a table format.
On the disk tab two colors are used – red shows attribute violations that are specific to individual disk families and units. Performance Doctor uses Purple to show violations of Global thresholds.
[bookmark: _Toc329266704]Disk Tab Thresholds - Example
Here is an example of a table on the Disk Tab which shows violations.
The Disk Unit section at the top shows some value in red. These are individual violations specific to these units.
In the Family section  below Performance Doctor shows the GLOBAL violations in purple. Note that the user apparently forgot to include the "Disk Name" parameter in the INI file so we don't see the family names.
[image: ]Individual Threshold violations
Global Threshold violations


The Unit thresholds apply to all units in the record and were specified with this parameter card:
DISK 500 ,502  [IO/sec : 1 ;  queuedIOs : -1 ; IOs : 0; Used_Disk_% : 90 ]
note that the DISK[sToMonitor] record above limits the units displayed to just two units.
The Global threshold specification was :
DISKTHRESHOLD [queuedIOs : 1 ; IO/s : 5 ; Used_Disk_% : 94 ]
Don't confuse "IOs" in column 2 with "IO/s" in column 8.
Also note that attributes used as thresholds must also appear on your DISKATTRIBUTE parameter if you use one.
[bookmark: _Toc329266705]Snapshot Tab Thresholds – Examples
[bookmark: _Toc329266706]Disk Space Only
Below is an example of a Snapshot Tab showing violations. The Disk Used color is red, the "space alert" color according to the legend. The Disk Avail color is blue, indicating no other threshold violations. If there were other threshold values the color would be orange (see below).
You can mouse over a chart for popup information or go to the Disk Tab to see more detail.

[image: ]The red color indicates   a "disk used "threshold exceeded.
  The legend in the Disk used area shows the value and the threshold.


[bookmark: _Toc329266707]Disk Space and other Violations 
Below is a case where there are other attribute violations in addition to a Disk Usage violation The Disk Used area stays red, but the disk avail color changes to the "Other alert" color. You can mouse over a chart for popup information or go to the Disk Tab to see more detail.

[image: ]The orange color indicates there are additional thresholds violations.
   Mouse over a chart to see the popup.



[bookmark: _Toc329266708]Violations other than Disk Space
Below is the Snapshot tab when there are violations which do not involve disk space – thus the orange color for Disk Usage. You can mouse over a chart for popup information or go to the Disk Tab to see more detail. 
[image: ]When the mouse is over a disk you see the attributes that exceed their threshold – and their values.
The orange color indicates something other than "DiskUsed%"


[bookmark: _Toc329266709]DiskThreshold Error
As the following error window shows you can set specific threshold variables for disk units and families but you must include them on your DISKATTRIBUTE parameter if you use one.

[image: ]
The INI file parameters look like this :
diskattribute    queuedIOs, IOs, avail disk %,  capacity, avail (segs), used (segs)

% the reads/s threshold value applies to these units, but is not in DISKATTRIBUTE
DISK 500,501,502,503,504 [queuedIOs : 2 ; reads/s : 11  ]

% the IO/s threshold value applies to these families, but is not in DISKATTRIBUTE
DISK DISK500, DISK510, DISK520, DISK530, DISK540 [queuedIOs : 1 ; IO/s : 10 ]
[bookmark: _Toc329266710]DiskAttribute parameter Error
[image: ]
Should be "reads/s"


[bookmark: _Toc329266711]Options Tab
Performance Doctor displays the options tab at startup. In the left half of the Tab you can click on one of two choices : “Host and Connect Info” or “Graph Parameters”. Click on the “Host” choice when you want to see connect options. Choose the “Graph” choice any time you want to change the characteristics of the graphs that Performance Doctor generates.

[image: ]Choose one of these two


There is also a partially hidden “Debug Info Panel” on the left that you will typically not be concerned with. See the discussion of the “Debug Info Panel” in the Appendix for more detail.
[bookmark: _Toc329266712]Host and Connection Info 
[bookmark: _Toc329266713]Connecting
On the options Tab choose "Host and Connect Info" if it is not already selected. You will see the IP address from your parameter file or you can enter it on the screen if necessary. 
This example shows the IP address set to the Unisys default. The “Port Number” is hard coded into the HostDataGatherer program. You cannot change it.
Click Connect ( shortcut Alt+C).

[image: ]
[bookmark: _Toc329266714]Connect Confirmation
A successful connection is indicated by the "Status : Connected " messages. Performance Doctor also displays additional tabs.New Tabs appear after you successfully connect


[image: ]“Hidden” Debug Info Tab
The Title comes from CUSTOMERNAME in the Parameter file.
Connection Success is indicated by the appearance of the extra Tabs and "Connect" button dimmed
 If this is a trial version you will see the number of days you have left here

[bookmark: _Toc329266715]Trial Version Connection Screen
If you are using a trial version Performance Doctor displays the number of days remaining on your trial period in the status bar at the bottom of the screen.
If your trial version of Performance Doctor is expired you will no longer be able to navigate past the Option Tab.
[bookmark: _Toc329266716]Graph Parameter Info
If you choose “Graph Parameters” on the Options Tab Performance Doctor displays the following graph attributes: Duration and End Time. The values that are currently in effect are displayed in the boxes.
You can adjust graph parameters at any time.
To change a value check the box next to it and enter the value you want and Click "Save Changes". If you decide you do not want to make any changes hit “Cancel”.
Duration: You can set how many hours and minutes are shown on the graph. The database holds 24 hours of data so you can set duration to anything from a few minutes up to 24 hours.
The database can be expanded to store as much data as you would like. See "Performance Doctor Database" in the Appendix for more details.
Check the appropriate boxes and then click "Save Changes" to have your changes take effect. The next time Performance Doctor updates its graphs the new values are used.

[image: ]
This is the Graph Parameter form that Performance Doctor displays when you are running with default settings.

Click on the check box of the value you want to change. In this case we clicked the End Time so we will change it to an earlier time so we can examine in detail a window of data. Once you have a value that you want Performance Doctor to use click Save Changes. 

[image: ]
Changes take effect and the box remains checked to show you that End Time is in effect. If you want to turn either option OFF clear the check box and click Save Changes. You will return to your startup default values: Graphs of one hour duration that have and End time that is the current time of day.


[bookmark: _Toc329266717]Snapshot Tab
[bookmark: _Toc329266718]Database File
As soon as you get a successful connection Performance Doctor starts collecting data and writes it to the database. By default this is the directory
< Install Directory > \ Databases
Here is what a typical directory looks like:

Utilization24hrs.rrd

Data is constantly added in a round robin manner so that the last 24 hours are always available. You can make a copy at any time. It is probably a good idea to go to the Options Tab and disconnect Performance Doctor and then reconnect after you do this.
[bookmark: _Toc329266719]Graph Files
Periodically Performance Doctor generates a graph in the Graphs directory. [See the parameter GraphUpdateInterval, for how to change this time interval] Those graphs are displayed on the Snapshot Tab and in more detail on the other Tabs. The only graphs that are updated are those that will get displayed on the currently visible tab.
The program generates the graphs in a standard format, png, so you can examine or even copy the graphs outside of Performance Doctor. Just change the name of any graph you want to preserve. You can also display graphs in your browser by simply opening them as a file. If you have the correct software you may simply be able to double-click on the file to open it.
Here are the contents of a typical graph directory:

IORate.png_L_All.png
IORate.png_L_DC.png
IORate.png_L_Interrupts.png
IORate.png_L_MCP.png
IORate.png_L_USER.png
IORate.png_S.png
Memory.png
Memory.png_S.png
ProgramUtil.png
ProgramUtil.png_S.png
Utilization.png
[bookmark: _Toc329266720]Layout of the Snapshot page




Total USER and MCP IOs


[image: ]Mix Log : The top 3 CPU rate tasks are shown here and also logged to a text file. 
Disk Families showing amount of disk used. 
All IOs – User & MCP 
Processor Utilization

Figure : Layout of the Snapshots Tab

The snapshot Tab contains three areas. At the top are smaller versions of the graphs that appear on the Processor Utilization, IO Rate and Memory tabs. Next to the Processor Utilization and IO Rate graphs Performance Doctor shows a gauge with the current value.
In the middle of the form is a list of the most recent sample of Mix utilization with the top three CPU rate tasks and the overall User/MCP utilizations. These are the same values that you see when you mouse over the graphs on the Processor Utilization and IO tabs.
At the bottom of the form Performance Doctor displays available space on your disks. Each chart shows the available space on a particular unit. 
You can limit the Families and Units displayed here by using the parameters : DISKATTRIBUTE and DISKSTOMONITOR. ( See the “PerformanceDoctor.ini Parameter file” section for more details )
Every time the Snapshot graphs update (based on the parameters GraphUpdateInterval and DiskInfoUpdateInterval ) more units/families are displayed if necessary. When all the units have been displayed the cycle repeats.
There is a “More” button on the Snapshot page if Performance Doctor could not display all the disks. Each click causes the display to scroll through 36 more disks without waiting for an automatic update.
[bookmark: _Toc329266721]Startup graphs
When you first start Performance Doctor ( unless you ran Performance Doctor earlier in the day) there will be no data in the database so all graphs will be empty.
Double Click on any graph to see IO Details. 



[image: ]Disk Families showing amount of disk used. Families with too little available space are marked with  the “Alert” color. 
Mix Log : The top 3 CPU rate tasks are shown here and also logged to a text file. You can disable scrolling while you examine them.


[bookmark: _Toc329266722]Figure Snapshots 
Snapshots Explained
The Snapshot tab shows information that may be of particular interest to ClearPath users - information that you may want to quickly monitor: Family use, most active Mix entries, Processor utilization, IO activity and Memory use.
The gauges show the instantaneous values. The graphs show the data during the last hour by default.
Over time you will become familiar with the normal appearance of these Snapshots. 
Whenever you need to see a more detailed look you have two options: click on the appropriate tab or double click on the particular graph. Performance Doctor will display the detailed graph. To return to the Snapshot tab after examining one of these graphs click on the tab or double click the detailed graph you are viewing.
[bookmark: _Toc329266723]Mix Information Log
In the middle of the snapshot tab is a scrolling text window that shows the results of a Performance Doctor request for Utilization info about the top process time or CPU rate ( see CollectMixCPUrate ) users on your system.
These entries are also logged to a text file in the same directory as the program. The Log file name is of the form: 
	YYYYMMDD_PerfMonMixLog.txt
If you restart Performance Doctor after it has collected a lot of mix info earlier in the day it may take a few seconds for the scrolling text window to reload the previous information.
[bookmark: _Toc329266724]Unit Information Display
Disk units are grouped into families. When Performance Doctor labels units it includes the family name after the unit number. For example unit 500 might be a member of family Symbol. This unit would be displayed as 500:Symbol. If the whole text is too big to display in the label you can see the complete entry by just moving your mouse over the pie chart. A pop-up window will display the text.
[bookmark: _Toc329266725]More Disks than will fit on the Form
The figure below shows 36 disks – some that are within their tolerance for available space. Any with less than the minimum threshold space (you set this value on the Disk tab) are shown in red.

[image: ]Click here to see the next set of Disks.

Each time the snapshot page gets updated a maximum of 36 more units will be shown. When all units have been displayed the next update interval will start from the first unit or family.
You can hit the “More” button to cause an immediate update of the disk statistics.
Utilization TabClick here to suspend Graph updates 
When you mouse over the graph Performance Doctor displays the 3 highest use tasks in a popup box.

[image: ]The amber state indicator shows that the needle has  moved past the scale midpoint.
When you click your mouse while it's in the graph  Performance Doctor copies Mix info here.


There are three areas on this tab that contain information. 
· The circular gauge displays instantaneous CPU utilization. 
· The graph shows total percent of CPU usage during a particular time period. MCP utilization is at the bottom with User utilization stacked on top. Any area between the top and 100 represents idle CPU time.
· The Text box at the bottom of the tab contains mix information. If you click the mouse the tasks in the pop-up window are copied to this text box at the bottom of the window.
As you move the mouse across the graph a pop-up window displays the top three (3) high impact tasks that were running at that time. Performance Doctor displays them based on their “CPU rate”. As you move your mouse horizontally you can concentrate on any spikes you see and identify the tasks in use then.
Pausing Graphs – If you want to suspend graph updates while you examine the graph click the “Graph Updates” button on the form. Performance Doctor will continue to collect data but the graph will not change.
 “CPU rate” is a measure of the per cent of the processor that tasks are currently using. It is a more representative measure of utilization than overall process time.
CPU Rate: Be aware that the MCP calculates CPU Rate at periodic intervals. It is not an instantaneous number like Processor Utilization. A task may use a high percentage of the CPU rate for a very short burst which would not translate to a high CPU rate.
That is why you may sometimes see on a graph a high CPU utilization but not a correspondingly high CPU rate.


IO Rate TabWhen you mouse over the graph Performance Doctor displays the 3 highest use tasks in a popup box.

[image: ]Click here to suspend  Graph updates 

The state indicator changes to amber when the needle moves beyond the scale mid-point. It changes to red when the gauge is pegged.
When you click your mouse Performance Doctor copies Mix info here.
The Graphing routine calculates IO stats. Scaling factor is shown last.

You can view a fairly complex yet informative set of graphs on this Tab. 
The graph shown here has the IO activity for MCP, User and Datacomm IO. The Kilobytes of IO is shown above the horizontal axis in yellow and the corresponding IO count for that time is shown below. 
[bookmark: _Toc329266728]IO Graph Statistics
Statistics calculated during graphing are displayed on the graph. For both KBs and IOs there is a Maximum and Average. The average is based on the time interval shown on the graph. In this figure the stats are shown for MCP, User and Datacomm.
[bookmark: _Toc329266729]Scaling Factor - AutoScaling
The IO graphs show KBs of IO versus IO count on the same graph. Sometimes the scales of these two values are widely different in value. In the case where the IO count might be dwarfed by the KB value Performance Doctor multiples the IO count by a “Scaling Factor” so that it will be more visible on the graph.
Most graphs will show a scaling factor of one. This means that Performance Doctor did not to do any scaling. In the example above IO counts are multiplied by 1253/307 ≈ 4.

[bookmark: _Toc329266730]Showing Mix Activity
As you move the mouse across the graph a pop-up window displays the top three (3) high impact tasks that were running at that time. Performance Doctor displays them based on their “CPU rate”. You can see the discussion under “Processor Utilization Tab” above for more details on “CPU Rate.”
The IO Rate tab graphically shows the same information that appears on the ODT "U" (for Utilization) command. In addition to process time the “U” command returns IO statistics: User, MCP and Network/DataComm IO.
Here is an example of what you might see if you enter the U command at the ODT.
----------------------------- SYSTEM UTILIZATION ------------------------------

----------- CPM Statistics -----------   ------------ IO Statistics -----------
User       =  4 %  Initial Pbit =  1 %   User  =      2 IO/Sec (      3 KB/Sec)
IO Finish  =  0 %  Other Pbit   =  0 %   MCP   =      5 IO/Sec (      9 KB/Sec)
MCP        =  2 %  True Idle    = 93 %   DC    =      3 IO/Sec (      3 KB/Sec)
Search     =  0 %  False Idle   =  0 %   Total =     11 IO/Sec (     15 KB/Sec)
             52 Process-switches/sec                  2 IO - Interrupts/Sec
Notice that for each of the IO Statistics there are two items of data : Kilobytes of IO and a count of IO operations.
The various IO graphs show, on different scales, the KB of IOs above and the IO count below for 
· MCP IO
· User IO
· Datacomm or Network IO
· IO interrupts.
Each choice you make for the "IORATE" dropdown shows the same style of graph for one of the three IO statistics. 
Finally you can combine User, MCP and Network IO on one graph by choosing ALL IOs.
In addition to the graph of KBs and IO operations the instantaneous values are shown graphically on a gauge. There is a pointer and scale for each statistic.
[bookmark: _Toc329266731]Selecting IO Graph
You can display one of four IO graphs : User, MCP, DataComm or IO interrupts. You also have the option of showing User, MCP and DataComm together on one graph.
[image: ]
Figure  Selecting IO graph from the dropdown
[bookmark: _Toc329266732]User IOs
[image: ]
Figure IO graph of User IOs
All the IO graphs give you a visual picture of the relationship between IO count and IO size. Since the IO count, which is below the line can be much smaller than the corresponding KB of data that goes with it, the scales are often merely representational. 
In this case the Scaling Factor of 1 shown on the graph indicates that no multiplication of the IO counts was done.

[bookmark: _Toc329266733]IO Interrupts
[image: ]
Figure Graph of IO Interrupts per second 
[bookmark: _Toc329266734]All IOs
[image: ]
Figure Graph of User, MCP and DataComm IOs


[bookmark: _Toc329266735]Memory Tab
[image: ]Available Memory



The Memory graph shows Save memory in a darkest color at the bottom. Overlay memory is in a lighter color and stacked on top. Finally Available Memory in the lightest color and is again stacked on top. 
The gap in the graph indicates a time when Performance Doctor was not running and therefore not taking data. So the database is empty for that time.


[bookmark: _Toc329266736]Mix Tab
The Mix Tab provides a tabular look at information that can potentially be several columns wide. The number of columns shown depends on the version of Host DataGatherer that is running. 
You can filter the display based on the data in the column you choose.
Mix information on this tab does not get updated automatically. To see the current Mix and fill the grid hit "Get New Mix Info"


[image: ]If you want to include suppressed Mix entries click here.

Figure : Mix Info
The Mix information that is displayed will not be updated until you click "Get New Mix Info". This gives you a chance to examine it in detail and filter and sort it.	
[bookmark: _Toc329266737]Selecting Row (s)
Typically you will select rows in preparation for copying their contents to EXCEL, WORD or NOTEPAD. You can use the standard Windows keyboard shortcuts to select and copy text.
[bookmark: _Toc329266738]Single Row select.
You can select a Row by clicking any column in the row. 
[bookmark: _Toc329266739]Multiple Row select.
Select All 	 CTRL+A will select all. Click somewhere in the Mix display and then press CTRL+A. 
Press CTRL+C next to copy everything to the clipboard. Each entry is separated by a TAB so it is suitable for pasting into EXCEL.
Individual Rows	Hold down the CTRL key while clicking in the first column of the rows you want to select. When you click on a row its selection status is toggled between selected and unselected.

Range of rows 		Click on either the first or last row of the range. Move to the other end of the range. Hold down CTRL+SHIFT and click on the row at the end of the range. Everything between the two rows you clicked will be selected.
More rows to include?	 Continue to hold down CTRL while you click rows. Each row you click will have its selection status changed from selected to unselected.
[bookmark: _Toc329266740]Sorting
The Mix and Disk tabs allow you to sort on any column by clicking on it. The first click on a column selects it and adjusts the filter parameter boxes to reflect the data type of the column. At that point a second click on the same column sorts it. Click on another column to change the column you want to sort or filter on.
 Suppose you want to see the highest processor time in the Mix. Click on the "Processor Time" column and sort it into descending order:

[image: ]This graphic indicates this column is sorted from Highest to Lowest CPU Rate

Figure : CPU Rate sorted into descending order

 [image: ]The Icon shows the direction of Sort. In this case it is descending.
This Label shows that if you Filter the data will be treated as Text and the column name is “Type”
This box shows any Filter you applied to the column you selected. In this case the wildcard character means you want to see all data in the column.

Figure : Ascending sort on Mix Type
[bookmark: _Toc329266741]Filtering Columns
Filtering is the idea of showing only a subset of the data in the matrix. Selecting what to display is based on the data in one of the columns.
To filter you first need to select a column. You do this by clicking on the column you want to filter on. Then you select your filter "criteria" which will differ depending on whether the column contains textual or numeric data. Finally you click on the "Filter" button to activate the filter.
As you change the filter criteria you continue to filter and reprocess the same Mix data. You can see all the original data by entering filter criteria that includes all values – like *.
[bookmark: _Toc329266742]Filtering Text Columns with Wildcarding
Here are the operator choices you see when you click the drop-down arrow on the Filter String:

[image: ]
[bookmark: _Toc329266743]Wildcard strings contain help text
Initially the "Wildcard Filter String" drop down box is populated with some example choices and appended explanatory text. If you want to use one of the suggestions you simply drop off the help text beginning with "__:Help" when you edit them.
[bookmark: _Toc329266744]Performance Doctor saves your Wildcard strings
Each time you enter a wildcard string it is saved at the head of the "Wildcard Filter String" drop down box. Your six most recent wildcard strings are saved.
You can filter on any selected column. Say you want to see all the jobs/tasks that have DMSII in their name. You would enter a wildcard string in the Filter box like :  *DMSII*. Make sure the "Task Name" column is selected and click "Filter" (shortcut ALT+R)
[bookmark: _Toc329266745]Examples
You can enter things like: 
*T*[5-9] - matches all tasks containing "T" and ending in anything from 5-9.
*T*[5,8,9] - matches all tasks containing "T" and ending in either 5, 8 or 9.
[bookmark: _Toc329266746]Wildcard Patterns
	Characters in pattern
	Matches in string

	? 
	matches any single char

	*
	 matches 0 or more characters

	#  
	matches any single digit

	[ charlist ]
	any single character in charlist

	[ !charlist ]
	any single character not in charlist


For more details on wildcard string see the "Special Wildcard strings" section in the Appendix.
[bookmark: _Toc329266747]Text Filtering Screen 
The Column you selected and the type of data it contains

[image: ]Filter box after clicking on the down arrow.

Figure : Filtering a Text column
[bookmark: _Toc329266748]Filtering on MIX tasks running without a Usercode
Using 	the special character "*" as the first character of a task name indicates that it is running without a usercode. Because it is also a wildcard character it requires special care when using it as the first character of a wildcard match.
To indicate that you want to use "*" as a normal character ( not a wildcard character) put it inside []. It becomes a character class of one character.
For example to wildcard match "*SYSTEM" enter "[*]S* and it will match all tasks that begin with "*S". The first "*" is not a wildcard character because it is inside a character class.
[bookmark: _Toc329266749]Numeric Filtering
If you click on a numeric column you will get criteria selection options that reflect this kind of data.

 [image: ]Filter box after clicking on a Numeric Item. The choices change to allow you to put in a relation and a value. 


Figure : Filtering a Numeric column
If you clicked on a numeric column the filtering box changes to allow you to choose numeric type comparisons. If you want to choose values in an inclusive range select BETWEEN or NOT BETWEEN.
[image: ]
Figure : Operator" choices from dropdown box
[bookmark: _Toc329266750]Numeric Column – BETWEEN operator
[image: ]The Column you selected and the type of data it contains
Filter box after clicking on a Numeric Item and choosing BETWEEN. The choices change. 




[bookmark: _Toc329266751]Disk Tab
The Disk tab has a table format. One table shows disk statistics by Family. The other table shows them by individual unit. You can Sort/Filter on any column in the Disk Units Table only.

[image: ]Disk unit info can be updated automatically or you can ask for a refresh
Toggle this button to turn updating of Disk Info
Disk Name is RED because a threshold value is out of bounds
Statistics by Disk Family are grouped here
Select a column then you can filter data in the Disk Unit box here…
Statistics by individual Disk unit are grouped here

Figure: Example of Disk data that Performance Doctor collects.
The discussion of the Mix tab sorting and filtering applies to the Disk tab too. The disk tab updates regularly at the rate you set with the "DISKINFOUPDATEINTERVAL" parameter. You can suspend the updates by clicking on the “Disk Info AutoUpdate” button to toggle it.
The column heading lists the attributes that Performance Doctor displays. You select the attributes you want to see with the DISKATTRIBUTE parameter.
There is a scroll bar to adjust the display since all the columns will not fit on the screen.
[bookmark: _Toc329266752]Alerts 
Set threshold values for alerts with either the DISKTHRESHOLD parameter or add then a modifiers to the DISKSTOMONITOR parameter. See "Disk Threshold Settings" for more information.
 If any disk exceeds a threshold value it will be highlighted in red on the table.
You can receive alerts visually in Performance Doctor, via email or even text message.
[bookmark: _Toc329266753]Disk Table Columns 
You can display over 20 different disk statistics in the tables. You control the columns that you see with entries in the parameter file.
[bookmark: _GoBack]See the description of “<Disk Attrib Specification>” in the “Parameter File Format” section for a list of disk attributes you can display.
A few of the values you can watch and set alerts on are listed here:
 Unit Number  , Disk Name  ,  Capacity (Segs),  Avail (Segs)  , Queued  , IOs  , Read  , Writes  , IO/sec  , Reads/sec  , Writes/sec  
[bookmark: _Toc329266754]Column Width 
You can adjust individual column widths by clicking on a column border and then dragging.
[image: ]Click and drag to adjust an individual column


[bookmark: _Toc329266755]Disk Unit Out of Range Indication
Performance Doctor monitors the threshold values you set on each unit. If the threshold is exceeded this is considered to be an “out of range” condition. That unit's information line in the display is highlighted by coloring the attribute value and disk name in Red.
[bookmark: _Toc329266756]Adjusting Gauge sizes on Window resize
When you resize the Performance Doctor window it tries to adjust the size of the gauges and pie charts. This takes place on the Snapshot, Utilization and IO tabs.
Here is the Snapshot screen at startup on a display with resolution of 1680 x 1050– reduced in size to 30% of original to fit here.

[image: ]
 Here is the same screen maximized. Note that as the screen got bigger the gauges and charts also enlarged.

[image: ]
Gauges on the IO and Utilization tabs adjust in a similar manner.
One caveat, the Snapshot window can only be enlarged somewhat before the gauges start to overlap the pie charts below. 
[bookmark: _Toc329266757]Changing Gauge Attributes
The Snapshot, Utilization and IO Tabs each have one or more gauges. You can change the Gauge face and glass effect attributes on each.
[bookmark: _Toc329266758]How to change Default Gauge Face
1. Double Click on a Gauge Face until you get the one you like. This works for each gauge on the Snapshot, Processor Utilization and IO Rate tabs. Some gauge faces may appear more than once when you are cycling through the. 
2. When you arrive on the gauge you would like to have as the default then right–click the gauge. One of  two messages will appear: 
“Click to make this Gauge Face the startup default” or “This Gauge Face is the Default”. If it is checked then you are already on the default face and this fact will appear in the status bar in the very bottom of the window.
3. Click the pop-up to make this the default. Clicking an already set gauge face does not toggle it off. You have to choose a different face to change from the current one. If you right-click again after setting it you will see the check mark.
4. The next time you start Performance Doctor this face should show on startup.
5. Change as many faces as you like.
6. Each user will have her own startup defaults.
[image: ]Right-click to verify and set the gauge properties
This needle is “damped” so that sudden transitions are smoother.

[bookmark: _Toc329266759]Glass Effect on Gauges
Right click the Gauge and choose “Glass Effect” to set ALL  GAUGES on that form to Glass Effect. 
Glass effects are set separately on each Tab : Snapshot, Utilization and IO. You can have in on for some Tabs and Off for others. Once it is set for a Tab all gauges on that tab have the same glass effect value.
Glass effect choices are saved from run to run just like the Default gauge face. 
[bookmark: _Toc329266760]Gauge Defaults are saved on a per user basis
Performance Doctor saves your default Gauge preferences in your personal “Documents and Settings:” directory so that each user of Performance Doctor gets her own copy of preferences.
If you load / install a new version of performance Doctor your pervious setting might be lost and the install defaults will be used. 
[bookmark: _Toc329266761]Pegged Gauges
State indicators : Each gauge scale has an associated state indicator. State indicators look like lights and provide a visual cue as to the different states of the data present in a gauge. They help you to visually identify specific conditions for a range of data values.

IO Gauges: The initial color for a State indicator is green. When the data value reaches half of the maximum scale value the color turns to amber. When a data value is greater than the gauge scale’s maximum then the color of the associated indicator changes from Yellow to Red.
Red indicates that the IO gauge is pegged and not showing accurately.
[image: ]The yellow state indicator shows that the inside scale, User 
IO/sec, is in the warning area. The gauge needle is above the scale midpoint.
The red state indicator shows that the outside scale, User KBs, is pegged. The gauge needle is trying to display a value greater than the scale max.

Figure : User KBs Pegged  and User IOs in the Warn state

Version 11.0.0.127	Page 47	Last Update 7/06/2012
[bookmark: _Toc329266762]Appendix
[bookmark: _Toc329266763]Messages from Performance Doctor
[bookmark: _Toc329266764]Successful Connection:
#6028 DISPLAY:ClearPath Host Data Gatherer, Vsn 11.0.12.
#6028 DISPLAY:Waiting for input on port # 13013.. 
#6028 NO MATCHING PORT WSECHOPORT [1] 
#6028 GOING
#6028 DISPLAY:Connecting to Client, Version :11.0.00.
[bookmark: _Toc329266765]When the Client Disconnects Normally
This is a controlled situation because the client sends a message that it is going to disconnect. After processing the request the host goes back to waiting for more input.
#6034 DISPLAY:QUIT request received from the client, closing port # 13013..
#6034 DISPLAY:Waiting for input on port # 13013.. 
[bookmark: _Toc329266766]When the Client Disconnects Unexpectedly
The client did not send a disconnect notice first before exiting. The host program notices this and goes back to waiting for more input.
#6028 DISPLAY:Read Error on Port:.
#6028 DISPLAY:Waiting for input on port # 13013.. 
#6028 NO MATCHING PORT WSECHOPORT [1] 
[bookmark: _Toc329266767]Libraries
If you interrogate what libraries are running after you start the Host HostDataGatherer program you should see the helper library as shown below.
?LIBS 
---Mix--Frz---Shr---Usr--------- 1 FROZEN LIBRARY USER=ADMINISTRATOR ---------- 
* 6029 Temp  All     1    Job (ADMINISTRATOR) (ADMINISTRATOR)OBJECT/SYMBOL/ . . 
 						PERFMON/PERFMONHELPERLIB 
[bookmark: _Toc329266768]Problem Connecting to Helper Lib
  r  SYMBOL/PERFDOC/SERVER11_0_12
#RUNNING 6032
#6032 DISPLAY:Link Failed to Helper Lib. LinkLib Result code: -15.
#6032 DISPLAY:Helper Lib File Title: OBJECT/SYMBOL/PERFDOC/PERFMONHELPERLIB. 
This error indicates that the linkage failed to take place for one of the reasons below. The title of the Helper lib that Performance Doctor attempted to link to is also shown.
· There was an attempt to link to a file that is not a code file.
· The code file is not a library code file.
· The code file is restricted.
· The file structure is incompatible with the current release.


The most common cause for this error is a library code file that is not executable. If you do an LFILES from CANDE asking for CODEVERSION this is what you might see in that case.
(ADMINISTRATOR) : DIRECTORY                                                     
. OBJECT : DIRECTORY                                                            
. . SYMBOL : DIRECTORY                                                          
. . . PERFMON : DIRECTORY                                                       
. . . . PERFMONHELPERLIB : NEWPCODE CODEVERSION=52.1 VERSION: 1.0.0042          
          NON-EXECUTABLE:UNSAFE 
                                               
This indicates we forgot to issue the following MP command after the library compile:
MP OBJECT/SYMBOL/PERFMON/PERFMONHELPERLIB +executable
You can enter the command yourself or contact us for support.
[bookmark: _Toc329266769]   Helper Lib is not found
If the helper library is not present you will get a Result code of -1. The title of the Helper lib that Performance Doctor attempted to link to is also shown.
  r  SYMBOL/PERFMON/SERVER11_0_32                                               
#RUNNING 1534                                                                   
#1534 DISPLAY:Link Failed to Helper Lib. LinkLib Result code: -1.  
#1534 DISPLAY:Helper Lib File Title: OBJECT/SYMBOL/PERFMON/ PERFMONHELPERLIB.                                                          
[bookmark: _Toc329266770]Errors You Might See in Performance Doctor
[bookmark: _Toc329266771]Error “StandardError from RRDTool : ERROR: opening . . . .”
If the install directory has a space RRDTool (the open-source database we use ) does not pick it up properly. For example if you installed Performance Doctor into the directory “PerfDoc Test” [ note the space ] you will see this error message.
---------------------------
getHostData
---------------------------
Error in procedure : getHostData: Timer will be disabled !

Error in RRDTool.spawnTaskIPY; RRDTool returned a non-zero Exit code.

Exit Code value : 1The error message shows a truncated directory.

StandardOutput from RRDTool : 
StandardError from RRDTool : ERROR: opening 'C:\Data\Temp\PerfDoc': No such file or directory

The complete directory showing the space.

RRDTool parameter : 

update C:\Data\Temp\PerfDoc Test\Databases\Utilization24hrs.rrd 28.11.2011_12:48+56s@0:1:7063074:5003909:4710233:2:3:2:0:0:0:1
RRDTool program used  : 

C:\Data\Temp\PerfDoc Test\RRDTool\RRDTool.exe
---------------------------
OK   
---------------------------

[bookmark: _Toc329266772]The Python Standard Library directory,"C:\Python29" cannot be found.

If you used the parameter, PythonLibDir, and Performance Doctor could not find that directory you will get this error. Here is the complete error message.

The Python Standard Library directory,"C:\Python29" cannot be found.
It must be present for the application to function. Please check that the application was installed correctly and that this directory exits

[bookmark: _Toc329266773]Snapshot Tab is slow to display the first time
If you restart Performance Doctor after it has collected a lot of mix info earlier in the day it may take a few seconds for the scrolling text window to reload the previous information.
Performance Doctor has to read the logged text file of MCP info and reload it into the text box at startup.
[bookmark: _Toc329266774]Performance Doctor appears slow on first “Connect” after install
If you load a completely new version from the ZIP file Performance Doctor might need to initialize the database when it starts. You will see RRDTool running in Task Manager while this is happening. It should only happen the first time to start a completely new version that has loaded support DLLs and a database.
All Graphs show 0See how all graphs and gauges show 0

[image: ]
Figure : Empty graphs even after running for a while
Indicates a database that has probably been corrupted. You need to rebuild the database.
[bookmark: _Toc329266776]Rebuild the Database
To fix the problem of all graphs showing 0 you need to exit Performance Doctor.  Go to the Databases directory and delete the database, Utilization24hrs.rrd. Restart Performance Doctor. On the startup screen click on Create DB. This will create a new, blank database. You will lose any data from the last 24 hours since the database only holds a maximum of 24 hrs. of data. 
You can only use this function when you are not currently connected.
[bookmark: _Toc329266777]No module Named Winsock
[image: ]
Error in procedure : ObjectOperationsCPPerfMon
No module named winsock
File “winsock.py” is missing.
[bookmark: _Toc329266778]No module named RRDTool

[image: ]
Error in procedure : ObjectOperationsCPPerfMon
No module named RRDTool
Module RRDTool.py is missing.
[bookmark: _Toc329266779]Error in procedure : BuildListViewColHeaders
"BuildListViewColHeaders" error. You entered  a DISKCOLUMNS string in the INI file that matches two or more Headings in the table Disk Tab. Please specify a unique Heading : 
[image: ]
This error only appears the first time you click on the Disk Tab. Performance Doctor checks the column attributes you specified on your DISKATTRIBUTE parameters. If the column is not unique you will get this error. It means two or more columns begin with the string you entered so there is no way to differentiate between them.
[bookmark: _Toc329266780]Daylight Savings Time
Performance Doctor may experience database errors during the transition to Standard Time from Daylight Savings Time. You can stop Performance Doctor and restart it after the change if this happens. 
WHY? Performance Doctor will be trying to add data to the database with a timestamp that precedes the last entry by one hour. This is trapped as a database error.
You can wait for an hour or create a new database and proceed. See “Rebuild the Database” elsewhere in this manual for details on how to do this.
[bookmark: _Toc329266781]Debug Info Panel shows errors
If you see a lot of messages like this in the Debug Info Panel (See “Debug Info Panel” elsewhere in this manual) like :
1 <= current count of "one second step" errors
	2 <= current count of "one second step" errors
	3 <= current count of "one second step" errors
	4 <= current count of "one second step" errors
	5 <= current count of "one second step" errors
	6 <= current count of "one second step" errors
	7 <= current count of "one second step" errors
	8 <= current count of "one second step" errors
	9 <= current count of "one second step" errors
	10 <= current count of "one second step" errors
	11 <= current count of "one second step" errors
	12 <= current count of "one second step" errors
	13 <= current count of "one second step" errors
	14 <= current count of "one second step" errors
	15 <= current count of "one second step" errors
It could mean that Performance Doctor is trying to add data to the dB either too fast and there is less than one second between updates. Or it might mean that something is wrong with the dB and the data being entered is earlier than the oldest entry in the dB. You can enter data that is at a later time but not earlier.
This can happen if there is a change to Standard Time from Daylight Saving Time (DST). Either wait an hour or remove the database and rebuild a new one.


[bookmark: _Toc329266782]Utilization Graph Spike – Finding the Task Involved
Occasionally you will see a spike in utilization of the performance utilization tab. It might look something like this:
[image: ] Processor Time Spike to 10%


[image: ]

When you move the mouse over the part of the graph that shows as CPU spike you might not find any CPU rate that appears to account for it. In this example from my machine I moved the mouse over the region and could not find a task showing more than 0.4% CPU rate. The utilization graph showed a spike of about 10%.
So what is the explanation? The reason is due to the granularity of the measurement of instantaneous processor utilization versus the CPU Rate – an averaged value. 
Instantaneous Utilization is being requested every two seconds by Performance Doctor while CPU rate is calculated over an interval specified at the ODT as the parameter System Balancing Parameter, SBP. 
This is the value of SBP on my system.
SYSTEM BALANCING PARAMETERS 
INTERVAL = 10 SECONDS
SLICERATE = 50 SLICES PER SECOND
CPURATE = 20 SECONDS
You can see that CPU rate is determined over a 20 second interval. If you set it so that it was computed more often would increase system overhead. 
You should not set the MixInfoUpdateInterval to less than the CPU rate. That is more often than the MCP actually computes it!
[bookmark: _Toc329266783]Performance Doctor Database
We use the RRDTool round robin database (Utilization24hrs.rrd in the Databases directory) to store your data. Quoting from their website here : http://oss.oetiker.ch/rrdtool/index.en.html 
“RRDtool is the OpenSource industry standard, high performance data logging and graphing system for time series data. RRDtool can be easily integrated in shell scripts, perl, python, ruby, lua or tcl applications”
RRDTool is also  used in the well-known networking tool MRTG (Multi-router Traffic Grapher)
A round-robin dB holds data for a specific amount of time that you can adjust. Our dB holds the last 24 hours for data. I you want to analyze the dB with other tools you may make a copy of it and visit the RRDTool website for more info the RRDTool.
[bookmark: _Toc329266784]Rebuild the Performance Doctor Database
To rebuild the Database exit Performance Doctor. Go to the Databases directory, make a copy of your database if you want and then delete the database, Utilization24hrs.rrd. Restart Performance Doctor. On the startup screen click on "Create DB". This will create a new, blank database. You will lose any data from the last 24 hours since the database only holds a maximum of 24 hrs. of data. 
You can only use this function when you are disconnected from the host.
Contact ICD Group at www.ICDGroup.biz or (302) 368-0538 if you would like to increase the size of your database.

[bookmark: _Toc329266785]Special Wildcard strings
If you are filtering on the Mix or Disk tabs you might be interested in this detailed discussion of how to build wildcard strings. This explanation is taken from: http://msdn.microsoft.com/en-us/library/swf8kaxw.aspx . See this link for more info and examples.
Character Lists
A group of one or more characters (chartist) enclosed in brackets ([ ]) can be used to match any single character in string and can include almost any character code, including digits.
An exclamation point (!) at the beginning of charlist means that a match is made if any character except the characters in charlist is found in string. When used outside brackets, the exclamation point matches itself.
Special Characters
To match the special characters left bracket ([), question mark (?), number sign (#), and asterisk (*), enclose them in brackets. The right bracket (]) cannot be used within a group to match itself, but it can be used outside a group as an individual character.
The character sequence [] is considered a zero-length string (""). However, it cannot be part of a character list enclosed in brackets. 
Character Ranges
By using a hyphen (–) to separate the lower and upper bounds of the range, charlist can specify a range of characters. For example, [A–Z] results in a match if the corresponding character position in string contains any character within the range A–Z, and [!H–L] results in a match if the corresponding character position contains any character outside the range H–L.
When you specify a range of characters, they must appear in ascending sort order, that is, from lowest to highest. Thus, [A–Z] is a valid pattern, but [Z–A] is not.
Multiple Character Ranges
To specify multiple ranges for the same character position, put them within the same brackets without delimiters. For example, [A–CX–Z] results in a match if the corresponding character position in string contains any character within either the range A–C or the range X–Z.
Usage of the Hyphen
A hyphen (–) can appear either at the beginning (after an exclamation point, if any) or at the end of charlist to match itself. In any other location, the hyphen identifies a range of characters delimited by the characters on either side of the hyphen. 
[bookmark: _Toc329266786]Debug Info Panel
There is a hidden debugging panel on the left side of the screen. It can be revealed or concealed by double clicking in either the panel itself or on the vertical bar separating the left and right panels as indicated below. 

[image: ]Double click in the Left Panel or the vertical bar to reveal the debugging info. 


This next Figure shows the screen after you have double clicked on the vertical bar to reveal the debugging info. Double click again to re-hide it.
We may ask you to copy the information from this panel to help in debugging Performance Doctor. Normally you will keep this panel hidden.

[image: ]Double click in the left panel or on the vertical separation bar to conceal the debugging info. 
Debugging info: This "panel" is hidden at startup.


When you re-hide the Debug Panel you may see some extraneous text that is still visible. Just use the scroll bar that peaks out of the bottom of the debug panel to slide things out of the way.
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